
* For some arbitrary value of “Big” 
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Faculty 
Postdocs 

Grad Students 
Undergrads 



Argonne National Laboratory 
B. B. Back, R. R. Betts, A. Gillitzer, D. Hofman, V. Nanal, A. H. Wuosmaa 

Brookhaven National Laboratory 
Y. Y. Chu,  J. Cumming 

University of California at Riverside 
J. Chang, W. C. Chang, W. Eldredge, S. Y. Fung, R. Seto, H. Wang, H. Xiang, 

G. Xu, C. Zou 

Columbia University 
C. Y. Chi, M. Moulson 

University of Illinois at Chicago 
R. R. Betts, B. Holzman, R. Ganz, D. McLeod 

University of Maryland 
E. Garcia, A. C. Mignerey, D. Russ, P. J. Stanskas, A. Ruangma 

Massachusetts Institute of Technology 
J. C. Dunlop, G. Heintzelman, C. A. Ogilvie, G. S. F. Stephans, H. B. Yao 

University of Rochester 
R. Pak, F. L. H. Wolfs 

Yonsei University, Korea 
J. H. Kang, E. J. Kim, S. Y. Kim, Y. Kwon 
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Total number of citable 
papers analyzed: 

15 

Total number of 
citations: 

364 

Average citations per 
paper: 

24.3 

Renowned papers 
(500+) 

0 

Famous papers (250-
499) 

0 

Very well-known papers 
(100-249) 

0 

Well-known papers (50-
99) 

3 

Known papers (10-49) 4 

Less known papers (1-9) 7 

Unknown papers (0) 1 

h-index 7 

Citation data from INSPIRE 



7 



8 

Burak Alver, Birger Back, Mark Baker, Maarten Ballintijn, Donald Barton, Russell Betts, Richard Bindel, 

 Wit Busza (Spokesperson), Vasundhara Chetluru, Edmundo García, Tomasz Gburek, Joshua Hamblen, Conor 

Henderson, David Hofman, Richard Hollis, Roman Hołyński, Burt Holzman, Aneta Iordanova,  Chia Ming Kuo, 

Wei Li, Willis Lin, Constantin Loizides, Steven Manly, Alice Mignerey,  

Gerrit van Nieuwenhuizen, Rachid Nouicer, Andrzej Olszewski, Robert Pak, Corey Reed, Christof Roland, Gunther 

Roland, Joe Sagerer, Peter Steinberg, George Stephans, Andrei Sukhanov,  

Marguerite Belt Tonjes, Adam Trzupek, Sergei Vaurynovich, Robin Verdier, Gábor Veres, Peter Walters, Edward 

Wenger, Frank Wolfs,  Barbara Wosiek, Krzysztof Woźniak, Bolek Wysłouch 

 

 ARGONNE NATIONAL LABORATORY BROOKHAVEN NATIONAL LABORATORY 
 INSTITUTE OF NUCLEAR PHYSICS PAN, KRAKOW MASSACHUSETTS INSTITUTE OF TECHNOLOGY 
 NATIONAL CENTRAL UNIVERSITY, TAIWAN UNIVERSITY OF ILLINOIS AT CHICAGO 
 UNIVERSITY OF MARYLAND UNIVERSITY OF ROCHESTER 
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Total number of citable 
papers analyzed: 

127 

Total number of 
citations: 

5054 

Average citations per 
paper: 

39.8 

Renowned papers 
(500+) 

1 

Famous papers (250-
499) 

1 

Very well-known papers 
(100-249) 

10 

Well-known papers (50-
99) 

11 

Known papers (10-49) 37 

Less known papers (1-9) 50 

Unknown papers (0) 17 

h-index  32 

Citation data from INSPIRE 
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Talk from 2004 
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Total: 728 cores 
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PHOBOS Software Dependency graph 

(or, what happens when a generation of physicists learns 
to write C++ for the first time…) 
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Total number of citable 
papers analyzed: 

416 

Total number of 
citations: 

4647 

Average citations per 
paper: 

11.2 

Renowned papers 
(500+) 

1 

Famous papers (250-
499) 

1 

Very well-known papers 
(100-249) 

8 

Well-known papers (50-
99) 

5 

Known papers (10-49) 74 

Less known papers (1-9) 149 

Unknown papers (0) 178 

h-index 31 

Citation data from INSPIRE 
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CMS 
6 PB raw/run 

Phobos 
50 TB/run 

E917 
5 TB/run 
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Total needed data volume  
on tape: 84 PB 

Phobos E917 
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CERN 

USA 
FNAL, BNL 

ITALY 
SPAIN 

+ 8 others 

UCSD 
UW 
UNL 

Purdue 
UFL 
MIT 
CIT 

Vanderbilt 
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RED:  Tier 1: Fermilab (US), ASGC (Taiwan), INFN (Italy), KIT (Germany), 
      RAL (UK), PIC (Spain), IN2P3 (France) 
BLUE: Tier 2: (roughly 50) 

Fermilab is the only Tier 1 dedicated to CMS at 100%; 
Consequently we are pledged to 40% of the T1 computing share 
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The European Grid Infrastructure (EGI) delivers integrated 
computing services to European researchers, driving innovation and 
enabling new solutions to answer the big questions of tomorrow. 
 
EGI’s mission is to allow researchers of all fields to make the most out of 
the latest computing technologies for the benefit of their research. 
 
EGI is a federation of over 350 resource centres and coordinated by 
EGI.eu, a not-for-profit foundation created to manage the 
infrastructure on behalf of its participants: National Grid Initiatives 
(NGIs) and European Intergovernmental Research Organisations 
(EIROs). EGI.eu is governed by a Council of 35 participant countries 
and institutions. 
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The Open Science Grid (OSG) advances science through open 
distributed computing. The OSG is a multi-disciplinary 
partnership to federate local, regional, community and national 
cyberinfrastructures to meet the needs of research and 
academic communities at all scales. 
 
The Open Science Grid (OSG) provides provide common 
service and support for resource providers and scientific 
institutions using a distributed fabric of high throughput 
computational services. The OSG does not own resources but 
provides software and services to users and resource providers 
alike to enable the opportunistic usage and sharing of 
resources. The OSG is jointly funded by the Department of 
Energy and the National Science Foundation. 
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“Transform processing and data intensive 
science through a cross-domain self-
managed national distributed cyber-
infrastructure that brings together campus 
and community infrastructure and 
facilitating the needs of Virtual 
Organizations (VO) at all scales.” 
 
 [M. Livny, 2007] 

 

 
 
Fermilab is a key stakeholder on OSG, so I’m focusing on OSG in this talk 

VO is nearly analogous to experiment – CMS is an OSG VO 
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1999 2000 2001 2002 2005 2003 2004 2006 2007 2008 2009 

  

  

  

      

PPDG 

GriPhyN 

iVDGL 

Trillium Grid3 OSG 

(DOE) 

(DOE+NSF) (NSF) 

(NSF) 

OSG “born” about 2005 
(when I joined CMS) 
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Burt’s Computer 
(user interface) 

Burt’s 
Private key 

Burt’s 
Public key 

CMS Trust 
Store 

(“VOMS”) 

Burt’s 
Public key 

Remote Computing 
Cluster (“Compute 

Element”) 

Local Trust 
Store 

(“GUMS”) 

Burt’s 
Unique ID 

Grid 
Job 
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Burt’s Computer 
(user interface) 

Burt’s 
Private key 

Burt’s 
Public key 

Remote Computing 
Cluster (“Compute 

Element”) 
Grid 
Job 

Issue: Compute Element has to communicate with common local schedulers 
(Condor, PBS, SGE, LSF …) 
 
Solution: Globus Toolkit (Globus Consortium / ANL) 
 
Issue: User interface needs to communicate to various Compute Elements 
 
Solution: Condor-G (Condor Team @ UW-Madison) 

39 





41 



42 

1.6 billion hours 
and growing! 





3 Compute Elements are 
manageable By hand 
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? 
We need middleware – specifically 
a Workload Management System 
(and more specifically, “glideinWMS”) 
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VO Frontend 
(Command/Control) 

All “grid” knowledge remains at the factory 
Grid looks like a Condor batch system to the user 
Jobs run inside a container which protect user against bad nodes 
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VO Frontend 
(Command/Control) 

Can set priorities centrally for multiple users  
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VO Frontend 
(Command/Control) 

Single factory can serve multiple VOs 

VO Frontend 
(Command/Control) 
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CMS 

ATLAS 



VO Frontend 
(Command/Control) 

VO Frontend can talk to multiple factories 

VO Frontend 
(Command/Control) 
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CMS 

ATLAS 



CMS Frontend 1 

CMS Frontend 2 
~60,000 
concurrent 
jobs! 
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Factory 1 (UCSD) 

Factory 3 (CERN) Factory 4 (FNAL) 

Factory 2 (IU) 
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SKA will acquire 1000 PB/day  
(but “only” store few PB/day) 

Genomics goal: full human DNA 
sequencing for $1000 (~ 1 GB/person) 

Even the government is 
paying attention! 
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Kyle Alex 


